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Abstract

As (generative) Artificial Intelligence continues to evolve, so do the challenges associated with governing the data
that powers it. Ensuring data quality, privacy, security, and ethical use become more and more challenging due to the
increasing volume and variety of the data, the complexity of AI models, and the rapid pace of technological advancement.
Knowledge graphs have the potential to play a significant role in enabling data governance in AI, as we move beyond their
traditional use as data organisational systems. To address this, we present KG.gov, a framework that positions KGs
at a higher abstraction level within AI workflows, and enables them as a backbone of AI data governance. We illustrate
the three dimensions of KG.gov: modelling data, alternative representations, and describing behaviour; and describe
the insights and challenges of three use cases implementing them: Croissant, a vocabulary to model and document
ML datasets; WikiPrompts, a collaborative KG of prompts and prompt workflows to study their behaviour at scale;
and Multimodal transformations, an approach for multimodal KGs harmonisation and completion aiming at broadening
access to knowledge.
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1. Introduction

Recent breakthroughs in generative AI (GenAI) offer
immense potential for societal change, with the AI market
expected to grow significantly from $540 billion in 2023
to $1.27 trillion over the next five years [60]. However,
alongside this potential, the concerns about safety and re-
liability persist [10]. GenAI and machine learning (ML)
heavily rely on vast amounts of high-quality and diverse
data to learn patterns, make predictions, and generate new
content. One of the main challenges the field faces is the
lack of transparency regrading data: how it is collected,
how it is used for training, and how it is subsequently
repurposed within AI systems [29]. Establishing a strong
data governance model (i.e. a set of agreed upon processes
that encourage and ensure that data is accurately, securely,
and ethically managed across enterprises and software sys-
tems1) is crucial for cultivating more trustworthy AI [36].
This involves making data, ML algorithms and GenAI
models available and accessible (e.g. through clear access
controls) for review (e.g. audits), and providing documen-
tation of model inputs and outputs [36]. All data assets
(e.g. datasets, documents and images with different for-
mats) and their lineage and provenance in such settings
need to be recorded and catalogued in a format that eases
their interoperability across machines and humans.

Semantic technologies such as ontologies and Knowl-
edge Graphs (KGs) have been known for many years as

1Adapted from https://csrc.nist.gov/glossary/term/data_

governance

effective tools for data management (e.g. representation,
organisation, sharing, reuse) and for supporting interop-
erability by design [21, 19, 23, 32]. Vocabularies such as
DCAT2 capture metadata about other datasets and facil-
itate their management and stewardship. Recently, KGs
have also started to emerge as a more explicit data gover-
nance solution (e.g. [7, 47]) due to their ability and flexi-
bility in modelling diverse intricate data dependencies and
capture provenance information essential for improving AI
system transparency and explainability [63]. Research has
already shown that KGs can not only help model valuable
data, its dynamic relationships, and the (legal) knowledge
to which it abides (e.g. [9, 40]); but they can also en-
able AI to operationalise the data by making it action-
able through semantics (e.g.[6, 71]). This positions KGs as
tools that can go beyond data modelling, and potentially
operationalising and automating data and AI governance
in dynamic scenarios (e.g. data lifecycle in AI systems).

Considering this and years of research showcasing the
usefulness of semantic technology for data and knowledge
management in various domains and software applications
[32], we believe that knowledge graphs could become pow-
erful tools for the governance of data in AI, and especially
towards the automation of such governance. In this way,
KGs can be used for more than just modelling domains
of knowledge: they can be used to also capture dynamic,
meaningful metadata such as its lineage, security, accu-
racy, ethical management, etc; which are fundamental to
enable, automate, and scale their governance. In this pa-

2https://www.w3.org/TR/vocab-dcat-3/
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per, we propose the KG.gov framework (section 2) for
data governance in AI, which focuses on three dimensions:
data modelling and description; the various multimodal
representations that data can take; and agent behaviour,
both considering humans and machines. We provide a de-
scription of each dimension in section 2, and examples of
our most recent work for each of the dimensions from the
Croissant [3] vocabulary and the WikiPrompts and Mu-
seIT projects in section 3. As a conclusion, in section
4, we reflect on commonalities of these applications and
forecast trends for the future of KGs as tools that help
operationalise and automate data governance in AI.

2. The KG.GOV Framework

The KG.GOV framework (Figure 1) aims to highlight
the need for better understanding and modelling of the dif-
ferent aspects (or knowledge dimensions) of data to better
support its governance in AI. In particular, dimensions we
should consider:

1. Modelling Data in a format that is easily interop-
erable across machines and humans is essential for ef-
fective data governance at scale. Knowledge graphs
and their semantics are known to support data’s in-
teroperability by enabling one to represent dynamic
and complex contexts with ease. To do so effectively,
however, one needs to first have a solid knowledge of
(i) types of data needed improve AI’s decision mak-
ing at each stage through its lifecycle (e.g. train-
ing, refinement, deployment, maintenance), (ii) what
data needs to be recorded for purposes such as legal
audits of the system, (iii) the data access rights and
special licences protecting ones intellectual property
(IP). Section 3.1 presents our work on this in the
scope of responsible AI (RAI).

2. Managing Representations. Beyond managing
metadata relevant for AI systems, a fundamental
part of governing AI consists on identifying what
actual AI data objects, pieces of information, and
knowledge need to be managed, and their possible
representations. In traditional knowledge bases rep-
resentations are based on the notion of symbols, but
with the advent of machine learning these have been
extended to vectors (i.e. for geometric computation
and reasoning), but also text (e.g. with LLMs) and
images (for text-to-image generative AI systems) as
valid input and output of AI systems. GenAI is be-
coming increasingly adept at handling, understand-
ing and reasoning over multimodal data such as im-
ages, sound, music, 3D geometry, and so on. Knowl-
edge in modern AI has, now more than ever, poly-
glot and heterogeneous representations [35, 52, 58].
In section 3.2 we present insights to this focusing on
the problem of knowledge gaps, bias, misrepresenta-
tion and multimodality.

Figure 1: The KG.GOV Framework and its Dimensions

3. Describing Behaviour. The rapid advancement
of AI poses questions about the governance of be-
haviour in a world of “agentic AI”, i.e. AI sys-
tems that “can adaptably achieve complex goals in
complex environments with limited direct supervi-
sion” [59]. Reminiscent of other complex AI task-
solving workflows like Semantic Web Services [20],
this would put AI agents in a varied landscape, in
which they interact with humans, data, services and
applications in workflows that we do not yet fully un-
derstand. In this scenario, rather than just human-
AI conversations and prompting we need to think
about auto-generated prompts, LLMs talking to other
LLMs, prompt engineering, etc; and about docu-
menting the inputs and outputs of these AI processes
and workflows. This can also be understood as si-
multaneous descriptions of both retrospective prove-
nance of these workflows (capturing past workflow
workflow execution and results) and their prospec-
tive provenance (configurations, inputs, outputs and
pipelines for and with AI) [43]. Section 3.3 presents
insights from our work on describing behaviour by
modelling prompt workflows and interactions based
on knowledge graphs.

3. Applications

In the following, we describe the insights and challenges
of implementing theKG.gov Framework in three different
use cases, one for each of its dimensions. Some of these use
cases aim at covering the dimensions completely (Crois-
sant), whereas some others are more examples of partial
solutions (Multimodal Transformations, Wikiprompts).

3.1. Modelling Data: Croissant

The rapid AI advancements AI and prominent regula-
tory frameworks (e.g. the AI Act [16] and previously the
GDPR [17]), have highlighted the need for more account-
ability and responsibility in data’s governance. This has
also shifted the focus towards the need for a more data-
centric approach to responsible AI [29]. The provision of
structured summaries of various aspects of data’s lifecycle
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in ML, for example, with the help of data cards3 [53] and
data nutrition labels [61] has become well-known approach
for promoting transparency around data in AI.

A more recent effort focused on developing data-driven
mechanisms for more accurate, safer, faster, and efficient
AI has been put forward by the ML Commons4 com-
munity, which brings together experts from industry and
academia to openly and collaboratively develop standards
for semantically modelling and documenting datasets’ lin-
eage and provenance in AI. However, determining what
types of data to model, the required level of detail that
needs to be captured, and how to effectively promote its
responsible use and reuse within AI systems is a significant
challenge with limited guidance provided by laws like the
AI Act. Progress is being made in this direction by the
Croissant working group5 (part of ML Commons), which
has been collaborating on a harmonised metadata format
called Croissant (see Fig. 2) that builds on schema.org’s
Dataset6 vocabulary and aims to support and ease ML
dataset’s discoverability, portability, reproducibility, and
interoperability by enabling machine-readable documen-
tation [3] at the following four layers:

• Dataset Metadata Layer describes general meta-
data about a dataset such as its name, description
and applicable license.

• Resources Layer describes metadata about a dataset’s
content such as comprising files and the different for-
mats are in.

• Structure Layer supports the description and or-
ganisation of different resources in a dataset.

• Semantic Layer supports the preservation of dataset’s
contextual integrity in various domain specific appli-
cations (e.g. geospatial analysis)

The research on Croissant’s integration with existing
data repositories such as HuggingFace7, Kaggle8, OpenML9

has also shown promising results (over 400,000 datasets in
the Croissant format can be now retrieved across these
repositories) [3]. An interface (the Croissant Editor10)
aimed at aiding users wanting to validate, annotate and
create Croissant datasets has also been developed and is
available openly for use. A full specification of Croissant
is available publicly online11.

The need for more descriptive metadata documenta-
tion of datasets to better support responsible AI (RAI)

3ttps://sites.research.google/datacardsplaybook/
4https://mlcommons.org
5https://mlcommons.org/working-groups/data/croissant/
6https://schema.org/Dataset
7https://huggingface.co
8https://www.kaggle.com
9https://www.openml.org

10https://huggingface.co/spaces/MLCommons/

croissant-editor
11https://docs.mlcommons.org/croissant/docs/

croissant-spec.html

Figure 2: Croissant Lifecycle and Ecosystem (From [3]). Data cre-
ators can use Croissant to semantically enrich their datasets mak-
ing them more interoperable and discoverable on data repositories.
Data users can then search for ML-ready (Croissant) datasets and
use them on various ML frameworks.

principles (e.g. transparency, accountability, privacy and
security and reliability as defined in [46, 22]) and con-
tribute to regulatory compliance verifications and evalu-
ations of AI systems with regards to datasets’ use, has
also motivated the work on Croissant RAI12. Specific use
cases that are currently investigated based on their rele-
vancy and impact on real-world AI adoption are the se-
mantic modelling of data’s lifecycle in AI, processes such
as data labelling and participatory data provision, regu-
latory compliance verification and AI safety and fairness
evaluation. The work has already begun for the geospatial
and healthcare (viewed as possibly high-risk AI applica-
tion) domains, where the reuse, integration and alignment
with other widely used and relevant vocabularies such as
Data Use Vocabulary (DUO)13, Data Privacy Vocabulary
(DPV)14, Data Catalogue Vocabulary (DCAT)15, AIRO
[28] for representing AI risks and languages such as the
Open Digital Rights Language (ODRL)[12] is currently
being investigated.

With the work on Croissant, the AI and knowledge
engineering communities have come to a common under-
standing that modelling and documenting information on
data’s provenance plays a key role in enabling more trans-
parency and explainability in AI [29]. The documentation

12https://docs.mlcommons.org/croissant/docs/

croissant-rai-spec.html
13https://github.com/EBISPOT/DUO
14https://w3c.github.io/dpv/2.0/dpv/
15https://www.w3.org/TR/vocab-dcat-3/
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of data through its lifecycle in AI (e.g. from collection
through web scraping, through processing to form spe-
cialised datasets to use for training and testing) not only
support its interoperability and wider reuse between com-
munities but can also help establish accountability and
responsibility with regards to the identities of different
agents (software, people, organisations) handling the data
and their roles [33, 51]. Further, the availability and ac-
cessibility to such information, especially in a machine-
interoperable format, can significantly help in implement-
ing robust data governance and verifying legal compliance
with regards to how data is used and how AI systems
are built. Prior to the AI Act and the rise of genera-
tive AI, a significant number of work has already been
done on successfully utilising semantically modelled data
to support semi- and fully-automated regulatory compli-
ance verification with regards to (personal) data’s gover-
nance [9, 39, 18, 62].

By considering existing work and building on it through
an AI perspective, the ongoing work on Croissant RAI
paves the way towards a standard for machine-readable
documentation of datasets that ease and support their re-
sponsible use for AI. However, the multi-faced nature of
RAI (covering technical, legal and social aspects of AI)
presents us with different challenges in terms of what spe-
cific data (and provenance about it) needs to be modelled,
at what level of detail and how exactly. Interoperability
is an inherent limitation of the (social aspects of) KGs
here, as there are already various existing vocabularies for
data use and regulatory compliance in different domains
competing in a similar space. An inherent limitation of
KGs here may be one of implementation, as dealing with
multimodal representations is generally less well supported
than symbols/text in KG triplestores and query engines–
new standards may help in addressing this.

3.2. Alternative Representations: Multimodal transforma-
tions

Developments such as the Transformer architecture [64]
and the availability of large, high-quality datasets [24]
have given rise to powerful Generative AI models that
can generate human-like texts that resemble their train-
ing data while still being somewhat novel. In addition
to text-only models there have been significant advances
to state-of-the-art Multimodal Generative AI models en-
abling them to process and generate content across multi-
ple data modalities, such as text, image, video, and audio.
Leading models like OpenAI’s GPT-4 Vision [70], which
can accept text and image inputs and Google DeepMind’s
Gemini [4], which can accept text, images and video, are
capable of sophisticated cross-modal interactions, where
a model might generate a realistic image from a text de-
scription or produce audio based on visual inputs. Simi-
larly, Meta’s ImageBind [26] model is unique in its ability
to create representations that bind information from six
modalities—text, image, video, audio, depth, and IMU

sensor data (motion data)—which enables it to operate in
real-world multi-sensor environments.

These generative models leverage transformer architec-
tures or large-scale diffusion models. Transformers [64],
initially designed for natural language processing, have
proven adaptable and highly effective for multimodal tasks
due to their attention mechanisms that capture intricate
relationships between different data types. Diffusion mod-
els [56], like those used in DALL-E, Midjourney and Stable
Diffusion [15], gradually transform noise into coherent data
(such as images). They are known for their high fidelity
in visual generation tasks and are specialized in gener-
ating highly coherent images from text prompts with an
advanced understanding of detailed prompts and context.
Together, these models mark a significant leap in AI’s
ability to understand and generate across diverse modal-
ities, opening up new possibilities in applications related
to Multimodal Knowledge Graphs. In particular, Multi-
modal generative AI models can utilize Knowledge Graphs
to improve their outputs in downstream tasks, which in-
clude understanding and reasoning, classification, content
generation and retrieval tasks. At the time of writing,
Hugging Face model repository16 contains more than 1M
models, with 150K+ models for text generation, 43K+
text-to-image models, 2K+ text-to-speech models, 1.5K
text-to-audio (including music) models, and even a hand-
ful of text-to-video, image-to-video, image and text-to-3d
models, etc. Furthermore, Multimodal generative AI mod-
els can be used for tasks such as acquisition, fusion and
inference on Multimodal Knowledge Graphs [8].

AI’s capability to transform data across different modal-
ities is easy to dismiss as a “gimmick” or a nice-to-have
(rather than a must-have) requirement, but increasingly
plays a more important role when considering the impact
of AI in society and the ways (often disadvantaged) peo-
ple access knowledge. Key data and knowledge reposito-
ries that feed our everyday Web searches have well-known
content gaps [1, 55] that can magnify gender and socioe-
conomic biases and favour discrimination. In KGs such
as Wikidata [66] these gaps do not only exist in terms of
properties and value literals but also in what we could call
a multimedia gap, with central items missing e.g. images
[2]. Missing alternative representations for public data is
problematic for e.g. people with disabilities: it is esti-
mated that one billion people (15% of the world’s popula-
tion)17 experience some form of disability, with one-fifth of
the estimated global total (110-190 million people) expe-
riencing significant disabilities. Facilitating equal access
to knowledge, via e.g. modality alternatives (images for
those who cannot hear, sound for those who cannot see,
etc.) is a right granted by the UN’s Universal Declaration
of Human Rights18. However, the provision of dynamic

16https://huggingface.co/models
17https://www.worldbank.org/en/topic/disability
18https://www.un.org/en/about-us/

universal-declaration-of-human-rights

4



combinations of such knowledge modalities requires large
amounts of labour that are hard to obtain in volunteer-
driven projects.

The Horizon Europe projectMultisensory, User-centred,
Shared cultural Experiences through Interactive Technolo-
gies (MuseIT19) proposes technologies that facilitate and
widen access to cultural assets. WithMultimodal Trans-
formations, we study ways to leverage modern generative
AI to automatically provide representations of data that
can cover different user needs according to their sensory ca-
pabilities. To address this, we propose an extension to the
CUltural BEnchmark for Text-to-Image models (CUBE)
[37]. CUBE contains 300K cultural artifacts across 8 coun-
tries (Brazil, France, India, Italy, Japan, Nigeria, Turkey,
and USA) and 3 domains (cuisine, landmarks, art) ex-
tracted from Wikidata; and 1K text-to-image generation
prompts that enable evaluation of cultural awareness of
generative AI models. These prompts are automatically
generated from the Wikidata KG properties directly, and
thus the KG plays the key role of being the central and
unique source of authoritative knowledge. We take this
work as a basis to propose CUBE-MT, which extends CUBE
in various ways:

• We extend the modalities supported by the bench-
mark, originally just images, to include also include
6 additional modalities: text, Braille, speech, music,
video, and 3D—modalities that are relevant for the
provision of audio, haptics, etc.

• We extend the prompts in the benchmark to account
for the cultural awareness of generating those modal-
ities

• We run the benchmark to generate a dataset with
instances of those modalities, using publicly avail-
able models in Hugging Face (Stable Diffusion, Phi3,
FastSpeech, MusicGen)

All CUBE-MT resources are available online20, includ-
ing the extended benchmark, dataset, and links to the orig-
inal Wikidata items. Figure 3 shows an example Wiki-
data item and its corresponding multimodal representa-
tions produced while running the benchmark. Braille and
video representations are also generated, but algorithmi-
cally.

Many opportunities and challenges are open for the
future. Despite its importance for knowledge equity [55],
we are conscious of the difficulty in evaluating generative
AI outputs and we share current views that more adequate
metrics and evaluation frameworks are needed [2]. This is
tangential to policy and AI accountability, as users will
inevitably raise concerns about trust in, and the ethics of,
AI-generated content.

19https://www.muse-it.eu/
20https://github.com/albertmeronyo/CUBE-MT

(a) Image for the prompt:
A panoramic view of Ko-
jinyama Fortress in Japan,
realistic

Kojinyama Fortress is an an-
cient hilltop castle located at
the summit of Mount Kojin
near the Yamashiro province
in present-day Kyoto Prefec-
ture, Japan, offering a rich
historical tapestry amid the
tranquility of the Japanese
countryside.

(b) Text for the prompt:
A one sentence textual
description of Kojinyama
Fortress from Japanese
landscapes

(c) Waveform representation
for the speech reading the
text of (b).

(d) Spectrogram representa-
tion of the music for the
prompt: A short song repre-
senting Kojinyama Fortress
from Japanese landscapes

Figure 3: Multimodal transformations for the Wikidata item
Q71053154, Kojinyama Fortress and the CUBE-MT prompts used
to generate them.

3.3. Describing Behaviour: WikiPrompts

To think about the governance of AI behaviour, we
use the notion of agenticness in AI systems, i.e. the idea
that AI systems that “can adaptably achieve complex goals
in complex environments with limited direct supervision”
[59]. Deploying multimodal, polyglot generative AI in
complex environments suggests a varied landscape, in which
various foundational, fine-tuned, few-shot instructed, etc
models will need co-exist and cooperate to complete tasks.
Such a cooperation necessarily entails not just human-AI
interactions (i.e. prompting and conversations [30]), but
also autonomous AI-data, AI-AI, AI-services (e.g. func-
tion calling [38]) interfacing that will require orchestration
and modelling of data and process flows in a similar way
to Semantic Web Services [20]. Therefore, key questions
here are: what complex workflows does agentic AI generate
and how can they be documented? How can their inputs
and outputs be mapped to specific processes and models?
Various proposals exist related to the latter, including AI
cards [27] and AI usage cards [67], model cards for model
reporting [49], taxonomies for AI incident reporting [50],
as well as safety testing (e.g. AI Safety Benchmark [65]).
However, none of these approaches cover the documenta-
tion and modelling of agentic workflows and prompts.

In order to implement these interactions and workflows,
generative AI models use prompts, structured instructions
in natural language that can be interpreted by a generative
AI model [14]. Generating and tuning these prompts in
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such a way that the models generate the desired outcomes
(with e.g. prompt engineering [57]) has become central to
controlling their outputs, ensuring their safety, and study-
ing their behaviour. For example, the Adversarial Nibbler
competition is a “data-centric AI competition that aims
to construct a diverse set of insightful examples of long
tail problems for text-to-image models” [54]. Prompt en-
gineering has also facilitated the emergence of some data
management practices around prompts, e.g. by sharing
them as datasets [37], on GitHub21, Hugging Face22, etc.
These practices show that prompt management is becom-
ing increasingly important. However, sharing prompts as
ordinary datasets may not be sufficient to address the var-
ious challenges around them: How can prompts be ade-
quately documented? How can a prompt be updated with
a better version? What is the effect of a prompt in its
generated output across different models? What is the
provenance of a prompt? How can prompt datasets be in-
tegrated in a machine interoperable and executable way?
How can prompts be searched in a systematic manner?
How can prompt sharing be organised in a scalable way?
How are prompts automatically generated by agentic AI
systems? How are prompt workflows laid out and exe-
cuted across different AI systems? Given the importance
of prompts in modelling AI behaviour, these questions are
especially important in the context of RAI, explainability
and transparency.

To address these questions on AI workflows and prompt
management, we propose WikiPrompts, a collaborative
knowledge graph of prompts and prompt workflows typ-
ically used in generative AI applications. WikiPrompts
combines the ideas of structured collaborative wikis like
Wikidata [66], and prompt management, interaction, shar-
ing, and documentation. WikiPrompts facilitates a sys-
tematic description and documentation of prompts through
properties and values, similarly to how Wikidata docu-
ments items as entities of the real world.

WikiPrompts has the following features:

• It is a collaborative knowledge graph specifically about
prompts and prompt workflows for generative AI sys-
tems, editable by anyone;

• It proposes a data model, or ontology, that speci-
fies vocabularies and metadata terms to document
prompts and their workflows

• It can be systematically queried by people and espe-
cially applications, incentivising prompt reuse and
bringing prompts closer to FAIR [68]

• Its type system allows the documentation of vari-
ous types of prompts: simple prompts, which can

21See e.g. https://github.com/f/awesome-chatgpt-prompts,
https://github.com/ai-boost/awesome-prompts and https:

//github.com/promptslab/Awesome-Prompt-Engineering.
22https://huggingface.co/datasets/Gustavosta/

Stable-Diffusion-Prompts

be reused directly; prompt templates, with variables
that can be instantiated at runtime; chain-of-thought
(CoT) prompts; etc

• It allows prompt composition, prompt chaining and
prompt workflows by leveraging internal linking. Var-
ious workflow models can be implemented but our
current work uses the W3C PROV provenance model
as basis [48]

• It builds in the ability to automate the execution
of prompts through bots that regularly update the
output produced by each prompt in a variety of gen-
erative AI models, automatically feeding back con-
tent into the knowledge graph, and facilitating the
study of prompt-output relations; this strengthens
the value of the platform in documenting model in-
puts and outputs [36]

• Since it is based on a wiki, provenance is fully sup-
ported via the edit history of each contributed prompt
(i.e. who edited what, when, how)

We have built a preliminary version of WikiPrompts
with Wikibase23, the opens-source software that powers
Wikidata, and is available online24 (see Fig. 4).

Many challenges remain open for WikiPrompts. First,
WikiPrompts is in its early stages and faces the steep
start of any community-building project: this is thus a
call to arms to join and contribute. Second, its data
model is tangential to various competing efforts for mod-
elling prompt documentation and needs to find a spot
between technical accuracy and user friendliness. Third,
more work is needed in thinking about use cases that could
link WikiPrompts to other KGs, e.g. in how new prompts
could be automatically derived from Wikidata items [5],
or automatically generated in general rather than having
them written by people. Finally, the infrastructure needed
for WikiPrompts, both for its knowledge graph operations
(e.g. importing, querying) and for prompt execution (i.e.
output documentation) needs long-term planning in terms
of scalability, as it currently relies on accessible but limited
resources (e.g. Wikibase Cloud25, Hugging Face Server-
less Inference API26). An important observed limitation
of using KGs for prompt and workflow management is the
inherent textual nature of modern AI inputs and outputs:
some might be hard to represent symbolically and query,
pointing at potential scalability issues.

4. Discussion and Vision

We reflect here on the common themes across the var-
ious layers of KG.gov and the use cases.

23https://wikiba.se/
24https://wikiprompts.wikibase.cloud/
25https://www.wikibase.cloud/
26https://huggingface.co/docs/api-inference/en/index
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Figure 4: Snapshot of a WikiPrompts item, documenting a prompt
with properties and values.

Although modelling data is well exemplified with
Croissant, as providing a vocabulary for ML datasets is
primarily a data modelling activity, we notice that data
modelling is also a challenge in WikiPrompts (i.e. how to
describe a prompt and complex prompt workflows appro-
priately?) and in Multimodal Transformations (MT; i.e.
how to explain the process that generated this content?).
We observe here requirements of data modelling at differ-
ent levels: from the high-level, abstract metadata to de-
scribe datasets and their publishing, authors, versioning,
licensing, etc. (Croissant); to the more specific, low-level
of behaviour control and monitoring (WikiPrompts) and
fine-grained provenance of how data came to be (MT).
These levels are interrelated and reference each other, but
importantly our framework proposes to use KGs for their
governance and representation, thus facilitating interoper-
ability, exchange, integration, and to the extent possible,
automation. Queries about data licensing for ML (Crois-
sant) will most probably need to be combined with be-
haviour (WikiPrompts) and provenance traces (MT) to
e.g. assess compliance; allowing for traceability from the
technical to the social and legal dimensions.

This social aspect is another common, orthogonal theme
to all dimensions and use cases, making us reflect on the
role of citizens and volunteer communities in the
governance of AI through KGs. Although in WikiPrompts
the role of such a community is an essential part of its
functioning and content provision (i.e. similar to Wiki-
data or Wikipedia), the involvement of the civic society in
Croissant and MT are also fundamental for the appropri-
ate gathering of requirements. In Croissant, new use cases
and needs will arise when developers are confronted with
the consumption of ML datasets and the need of explic-
itly linking them with the models they train them with
and downstream decisions. In MT, their intervention is
key in at least two ways: (a) as main actors in the eval-
uation of methods that propose AI-generated content, as
many automated metrics continue to fail to assess issues

of semantic content, copyright infringement, relatedness,
etc. [2]; and (b) as a volunteer force that monitors and
seeks for ethical and moral issues in models deployed in
society [54] in a similar way to how communities check
open-source license infringements in commercial software
[42]. An open question is still how to address issues of
scalability and infrastructure for the public governance of
AI. Wikimedia has been very successful in providing equal
access to knowledge for all (e.g. Wikidata’s SPARQL end-
point27) through a model of donations and grants (for per-
sonnel, hardware, etc.); but whether that model can work
for publicly governed AI infrastructure remains to be seen.

This leads to the final common theme: evaluation.
The assessment of how good do KG data models, KG-
enhanced AI behaviour platforms, and KG-powered AI-
generated content work for a stable, long-term AI gover-
nance poses an enormous challenge. One place to look
here are holistic evaluation metrics and dashboards such
as HELM [41] (Holistic Evaluation of Language Models).
Although WikiPrompts proposes to address some common
issues, an extension, repurposing, or abstraction of HELM
for AI infrastructures that use KGs as their governance
backbone will be needed to answer questions such as: what
combinations of datasets, prompts and models score low
in metrics related to ethics and bias for AI-generated mul-
timodal KG content? Some work on this direction, includ-
ing benchmarks and evaluation frameworks for generative
AI, is already on the way [25, 44]. What architectures al-
low fully traceable provenance and explainable workflows,
from the final generated content to the original training
datasets [29]? Such a holistic evaluation framework will
surely need more vocabularies for metadata descriptions
(Croissant) and prompt-based workflows (WikiPrompts)–
besides metrics, models, datasets, etc.– in order to provide
assessments that can be used to increase trust in AI. This
could be combined with a different use of KGs for AI gov-
ernance in ongoing efforts in neurosymbolic approaches to
generative AI [31] and common-sense KGs [34], in which
KGs play a central role as controllers and safeguard policy
providers in end-to-end architectures. With multimodal-
ity at play, scene or music symbolic representations [11, 45]
could play this role in novel ways of thinking about Multi-
modal Retrieval Augmented Generation (MMRAG) [69].
Crucially for evaluation, we should look into assessing how
much of that improved safety and safeguarding is due to
the use of KGs [13].

Here, we have presented KG.gov, a framework for
thinking about KGs as the backbone of data governance in
AI. With this work, we intend to show that KGs can have a
central role in the provision of data models, behaviour de-
scriptions, and as enablers of data representations that can
be accessed by all. However, this also implies new chal-
lenges and research questions for KGs, which stem from
our observed limitations and common themes: (1) data

27https://query.wikidata.org/
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and system aspects will continue to raise requirements for
representations and metadata vocabularies, which will re-
quire extensions and combinations; (2) scalability of KGs
for governance poses issues around supporting the repre-
sentation and querying of multimodal data, abundant text,
and complex workflows; (3) uptake by communities and
human acceptance to work with interfaces to AI systems;
and (4) evaluation of KG data models, AI systems impact-
ing KGs, and KGs impacting AI systems, which remains
as possibly the biggest challenge in both AI governance
and AI in general.

Playing different roles, either as providers of vocab-
ulary terms to describe ML datasets (Data modelling),
workflows to publish and consume AI prompts on the Web
(Describing behaviour), or as hosts of multimedia, acces-
sible content that help us think about inherently multi-
modal knowledge representations (Alternative representa-
tions), KGs present themselves as a useful tool to auto-
mate AI governance. In this paper we have described var-
ious examples of this. If appropriately used, Croissant
license metadata can be used to semi-automatically trace
the provenance of data used in training, relate it to model
properties, document model outputs, and assess compli-
ance to regulations. By using AI as a tool for generating
and translating representations, we can think about new
tasks such as multimodal KG completion from a safety per-
spective, where governing KG have an active role in safe-
guarding and limiting the generated media, and flag and
annotate them if they violate the conditions they specify.
The management of knowledge bases of AI workflows and
prompts can help in automating knowledge management
processes, from acquisition to formalisation and use. The
future of AI governance seems to stem from this at least
partial automation facilitated by KG data and workflows.
Besides this automation, however, the role of humans in a
KG-powered AI governance will continue to be essential as
high-quality data generators, initiators of questioning, as-
semblers of communities and proponents of better ways of
assessing the outcomes and impacts of AI-generated con-
tent; but primarily as the main actors studying the meta-
data, prompts, workflows and representations that AI en-
tails.
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